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Abstract—This paper introduces a methodology for designing4
real-time controllers capable of enforcing desired trajectories on5
microrobotic insects in vertical flight and hovering. The main idea6
considered in this work is that altitude control can be translated7
into a problem of lift force control. Through analyses and experi-8
ments, we describe the proposed control strategy, which is funda-9
mentally adaptive with some elements of model-based control. In10
order to test and explain the method for controller synthesis and11
tuning, a static single-wing flapping mechanism is employed in the12
collection of experimental data. The fundamental issues relating to13
the stability, performance, and stability robustness of the resulting14
controlled system are studied using the notion of an input-output15
linear time-invariant (LTI) equivalent system, which is a method16
for finding an internal model principle (IMP) based representa-17
tion of the considered adaptive laws, using basic properties of the18
z-transform. Empirical results validate the suitability of the ap-19
proach chosen for designing controllers and for analyzing their20
fundamental properties.21

Index Terms—Adaptive control, bio-inspired machines,22
flapping-wing flight, microrobots.23

I. INTRODUCTION24

IN [1], the feasibility of flying robotic insects was empirically25

demonstrated. There, the lift-off of a 60-mg mechanical fly26

shows that bio-inspired flapping-wing robots can generate lift27

forces sufficiently large to overcome gravity. However, to date,28

detailed control strategies addressing altitude control have not29

been reported. Here, we propose a control scheme and a method-30

ology for synthesizing controllers for the tracking of specified31

trajectories along the vertical axis. Evidence for the suitability32

of the considered scheme is provided through experimental re-33

sults, obtained using the static single-wing flapping mechanism34

in [2].35

The fundamental idea introduced in this work is that enough36

information about the subsystems composing the robotic insect37

can be gathered a priori, using well-known identification meth-38

ods, such that, during flight, only an altitude sensor is required39

for controlling the microrobot. The two main subsystems rel-40

evant from a control perspective are the bimorph piezoelectric41
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driving actuator, used to transduce electrical into mechanical 42

power, and the mapping, assumed static, from the actuator dis- 43

placement to the average lift force generated by the passive rota- 44

tion of the wing, as described in [2]. The system as a whole can 45

be thought of as a single-input-single-output (SISO) dynamic 46

mapping, where the input is the exciting voltage to the robot’s 47

driving actuator and the output is the resulting mechanical de- 48

formation of it. Since the actuator is mounted in the mechanical 49

fly, this representation implicitly includes the dynamical inter- 50

action of the robot’s rigid airframe with all the moving parts 51

in the microrobot, which include the actuator, the transmission 52

mechanism, the wing-hinge and the wing that dynamically in- 53

teracts with the air. It is worth noting that the dynamics of 54

this system are significantly different than the ones of isolated 55

actuators [3]. Also, note that the static displacement-to-average- 56

lift-force mapping is an abstract artifact used for design, but in 57

reality this is a complex system composed of the mechanical 58

transmission, the wing-hinge, and the wing interacting with the 59

air to produce lift. 60

Inspired by nature [4], [5], but also for practical reasons, 61

roboticists have commonly designed flapping-wing mechanisms 62

to be excited by sinusoidal signals, mostly in open-loop config- 63

urations (see [1] and references therein). Here, we demonstrate 64

the design and implementation of model-based and model-free 65

controllers, in feedback and feedforward configurations, for 66

following sinusoidal reference signals. The main idea is that, 67

under actuator constraints, frequency, amplitude, and phase 68

can be chosen and varied in order to achieve specifications 69

of lift and power. Considering this design choice, a natural 70

control strategy is the implementation of algorithms special- 71

ized in dealing with the tracking and rejection of periodic sig- 72

nals. In this category, there are the internal model principle 73

(IMP) [6] based algorithms such as those in [7]–[11] and other 74

related articles, and also the adaptive feedforward cancelation 75

(AFC) algorithms such as those in [12] and [13] and references 76

therein. 77

As a first approach to the problem, we adopt a control strat- 78

egy based on a modified version of the discrete-time AFC 79

algorithm in [12]. Since the AFC algorithm is a disturbance 80

rejection scheme, here, the reference signals to be followed 81

are treated as disturbances to be rejected. As in [12] and [13], 82

the frequencies of the relevant signals are known while the 83

amplitudes and phases are assumed unknown. The idea of 84

treating the amplitudes and phases of sinusoidal references as 85

unknowns seems counterintuitive. The reason for this design 86

choice is that the general proposed control strategy for track- 87

ing a specified average lift force signal, or a desired altitude 88

signal, generates in real time a required amplitude for a fixed 89

frequency. 90
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As it will be explained later in this paper, the approach fol-91

lowed in this work is reminiscent of what in the biology literature92

is referred as amplitude modulation [5]. From an engineering93

perspective, the relevant idea introduced here is that the fixed94

frequency of a periodic reference signal is chosen through exper-95

iments that give us information about the mathematical relation-96

ship between the actuator output and the resulting average lift97

force. In this case, with the use of the modified AFC scheme, a98

look-up table is estimated. Thus, control strategies for hovering99

and vertical flight can be devised using the experimentally esti-100

mated look-up table, in combination with an upper level control101

law and a model-based AFC scheme. Alternatively, measured102

information of the microrobot’s altitude can be used directly for103

control.104

The rest of the paper is organized as follows. Section II ex-105

plains the microrobotic flapping mechanism, the experimental106

setup, and motivates the use of such a system. Section III de-107

scribes the system identification of the bimorph actuator con-108

nected to the airframe and to the transmission, which is one of109

the relevant subsystems for controller design. Section IV dis-110

cusses the considered control strategies and presents a method111

for evaluating the closed-loop system’s stability, performance,112

and stability robustness. Section V presents experimental evi-113

dence on the suitability of the proposed methods. Finally, con-114

clusions are given in Section VI.115

Notation:116

1) As usual, R and Z+ denote the sets of real and nonnegative117

integer numbers, respectively.118

2) The variable t is used to index discrete time, i.e., t =119

{kTs}∞k=0 , with k ∈ Z+ and Ts ∈ R. As usual, Ts is re-120

ferred as the sampling-and-hold time. Depending on the121

context, we might indistinctly write x(t) or x(k).122

3) The variable τ is used to index continuous time. Thus,123

for a generic continuous-time variable x(τ), x(t) is the124

sampled version of x(τ).125

4) z−1 denotes the delay operator, i.e., for a signal x,126

z−1x(k) = x(k − 1) and conversely zx(k) = x(k + 1).127

In Section IV-B, for convenience, z is also the complex128

variable associated to the z-transform.129

II. MOTIVATION AND DESCRIPTION OF THE130

EXPERIMENTAL SYSTEM131

A. Motivation132

An important intermediate objective in our research is alti-133

tude control of a microrobotic fly such as the one in [1], depicted134

in Fig. 1. A fundamental difficulty in achieving this goal is that135

due to constraints of space and weight, no internal sensors are136

considered to be mounted in the current iteration of the micro-137

robot. Instead, our design relies on off-line system identification138

of the subsystems composing the robot, and also in some cases,139

on an external position sensor.140

It can be shown that the control objective in the previous141

paragraph can be translated into one of lift force control, and142

finally as shown in Section IV, reduced to an actuator output143

control problem. A first thing to notice is that from Fig. 1, the144

dynamical equation governing the movement of the fly along145

Fig. 1. Illustration of a typical Harvard Microrobotic Fly, similar to the one
in [1]. This particular design is described in [14] (drawing courtesy of P. S.
Sreetharan).

the vertical axis is simply 146

fL − mg = mẍ (1)

where m is the mass of the fly, g is gravitational acceleration, 147

and fL is the instantaneous lift force generated by the flapping 148

of the wings. In some cases, an additional dissipative body drag 149

term κdẋ could be added to the right side of (1), where κd is a 150

constant to be identified experimentally. 151

As described in [2], the lift force fL is a nonlinear function 152

of the frequency and amplitude of the flapping angle. And, as 153

also discussed in [2], for sinusoidal inputs, fL forces typically 154

oscillate around some nonzero mean force, crossing zero peri- 155

odically. Therefore, ascent occurs when in average the lift force 156

fL is larger than mg. When using digital computers for mea- 157

surement and control, fL will be sampled at a fixed sampling 158

rate Ts . Therefore, mathematically, the average force can be 159

written as 160

F (NL )
L (t) = F (NL )

L (kTs) = F (NL )
L (k)

=
1

NL

NL −1∑

i=0

fL (k − i) (2)

where, 0 < NL ∈ Z+ . Often, the superscript (NL ) will be 161

dropped and we will simply write FL (t), if NL is obvious from 162

the context. 163

Thus, the key element in our control strategy is the capability 164

of forcing the average lift force signal in (2) to follow a specified 165

reference. In order to develop a general methodology to be 166

applied to any flapping-wing microrobot of the kind depicted in 167

Fig. 1, here, we propose and study algorithms and techniques for 168

identifying the plants of the relevant subsystems and tuning the 169

necessary parameters involved. This is done using a modified 170

version of the experimental setup in [2], which is discussed in 171

the next section. 172

B. Experimental Setup 173

We use the experimental setup in Fig. 2, which is a modified 174

version of the one in [2]. This setup was constructed for the 175



IE
EE

Pr
oo
f
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Fig. 2. Diagram of experimental setup for measuring lift forces and actuator
displacements. The wing-driver is attached to an Invar double-cantilever beam,
whose deflection is measured by a capacitive displacement sensor. This deflec-
tion is proportional to the lift force. The actuator displacement is measured
using a CCD laser displacement sensor (LK-2001 fabricated by Keyence). For
details on the force sensor see [15].

simultaneous measurement of lift forces generated by a flap-176

ping mechanism and the system identification of the biomorph177

actuator dynamics, when connected to the airframe and to the178

transmission mechanism. In Fig. 2, it can be observed that the179

wing driver mechanism is mounted on the end of a double-180

cantilever beam, whose deflection is measured with a capacitive181

displacement sensor (CDS). From solid mechanics principles,182

for small beam deflections, there is a linear relationship between183

deflection and lift force.184

The wing is flapped using a piezoelectric bimorph actuator,185

similar to the one described in [16], mounted to a carbon fiber186

frame. The linear displacement of the drive actuator is mapped187

to an angular flapping motion employing a transmission mecha-188

nism of the type described in [1]. The resulting flapping angle is189

labeled by ϕ in Fig. 2. Notice that as explained in [2], flapping190

induces the flexure of the wing-hinge, generating the passive ro-191

tation that in turn produces lift. In order to minimize the effective192

mass of the beam-driver system, the actuator’s geometry is op-193

timized for energy density, resulting in a lightweight actuator194

and maximal sensor bandwidth. Further details on the design,195

fabrication, and calibration of the CDS-based force sensor are196

given in [2] and [15].197

The other variable measured is the deformation of the actuator198

tip. As shown in Fig. 2, this is done using a noncontact CCD1199

laser displacement sensor (LK-2001 fabricated by Keyence),200

which is located at a close distance from the distal portion of201

the actuator. In Fig. 2, the sensor laser reflection on the actuator202

is depicted as a circular spot.203

III. SYSTEM IDENTIFICATION FOR CONTROLLER DESIGN204

A. Identification of the System Dynamics205

The flapping mechanism described in Section II can be seen,206

from the piezoelectric actuator perspective, as a system in which207

the input is the voltage signal to the actuator and the output is208

the displacement of the distal end of the actuator, measured209

using the CCD laser displacement sensor. In this approach, the210

output disturbance v(t) represents the aggregated effects of all211

1Charge-coupled device.

Fig. 3. Idealized system dynamics. P (z): Identified discrete-time open-loop
plant; u(t): Input voltage signal to the actuator; y(t): Output actuator displace-
ment; v(t): Output disturbance, representing the aggregated effects of all the
disturbances affecting the system, including the unmodeled nonlinear aerody-
namic forces produced by wing flappling.

the disturbances affecting the system, including the unmodeled 212

aerodynamic forces produced by the wing flapping. With this 213

idea in mind, as depicted in Fig. 3, a discrete-time representation 214

of the system can be found using linear time-invariant (LTI) 215

system identification methods. It is important to emphasize that 216

the dynamics of this system are significantly different to the 217

ones of isolated actuators [3]. 218

Thus, using the algorithm in [17], according to the implemen- 219

tation described in [18] and [19], the system modeled in Fig. 3 220

is identified, using 200 000 samples generated using a white- 221

noise signal input u(t), at a sampling-and-hold rate of 10 KHz. 222

Note that due to variability in the microfabrication process, the 223

models shown in this article are used to illustrate the proposed 224

identification and control strategies, but they do not necessarily 225

represent the typical dynamics of flapping systems. 226

The identified dynamics of P (z), labeled as P̂ (z), are shown 227

in Fig. 4. There, the original 48th-order model is shown along 228

with reduced models with orders 12 and 4, respectively. Notice 229

that the identified systems have been normalized so that the 230

respective DC gain is 0 dB. The natural frequency of P̂ (z) is 231

118.36 Hz. As usual, in order to reduce the system, a state-space 232

realization of the identified 48th-order model is balanced [20], 233

and then, a certain number of states, relatively less observable 234

and controllable than the others, are discarded. For theoretical 235

details on linear system theory, system identification and control 236

see [20]–[27] and [28]; for comments on an experimental im- 237

plementation see [18] and [19]. The resulting 4th-order reduced 238

identified LTI system dynamics are given by 239

xP (k + 1) = AP xP (k) + BP u(k) (3)

y(k) = CP xP (k) + DP u(k) (4)

with the matrices {AP ,BP ,CP ,DP } in the Appendix. 240

Notice that since the system identification is performed with 241

the actuator mounted to the airframe and connected to the trans- 242

mission mechanism, the frequency response in Fig. 4 does not 243

capture the dynamics of the actuator, but the coupled dynamics 244

of the actuator-transmission-wing-airframe system. 245

IV. CONTROL STRATEGIES 246

A. Actuator Displacement Control 247

In some studies of biological flapping-flight [5], [29], [30], 248

the mean total force, ΦT , generated by a wing (or a symmetrical 249

wing pair) throughout the stroke is estimated as 250

ΦT =
∫ Ξ

0
ρCΦν2

r (ξ)c(ξ)dξ (5)
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Fig. 4. Bode diagram of identified model P̂ (z) of the plant P (z). A 48th-
order model is shown in red, reduced 12th and 4th order models are shown in
green and blue, respectively.

which is a standard quasi-steady blade-element formulation of251

flight force (see [2] and references therein), where ρ is the252

density of the air (1.2 Kg · m−3 , [5]), CΦ is the mean force253

coefficient of the wing throughout the stroke, ν2
r (ξ) is the mean254

square relative velocity of each wing section, c(ξ) is the chord255

length of the wing at a distance ξ from the base, and Ξ is the total256

wing length. Note that assuming a horizontal stroke plane, for257

a sinusoidal stroke ϕ(τ) = ϕ0 sin (2πfrτ), the relative velocity258

of the wing section can be estimated as259

νr (τ, ξ) = ξϕ̇(τ) = 2πfrξϕ0 cos (2πfrτ) (6)

which implies that the mean square relative velocity of each260

wing section can be roughly estimated as261

ν2
r (ξ) = 4π2f 2

r ξ
2ϕ2

0
1
Tr

∫ Tr

0
cos2 (2πfrτ) dτ (7)

with Tr = f−1
r . Thus, it immediately follows that262

ν2
r (ξ) = 2π2ξ2ϕ2

0f
2
r (8)

which implies that regardless of the size and shape of the wing263

(or symmetrical wing pair), the estimated mean total flight force264

directly depends on f 2
r and ϕ2

0 . This indicates that in order265

for flying insects to accelerate against gravity or hover at a266

desired altitude, they can modulate the output average lift force267

by changing the stroke amplitude, ϕ0 , or by changing the stroke268

frequency fr . The first phenomenon is referred to as amplitude269

modulation and the second as frequency modulation.270

In the problem considered here, the model in (5) is not prac-271

tical for designing a general control strategy, because it ex-272

plicitly depends on the morphology of the particular system to273

be controlled. However, we can use (8) as a general guideline274

from which we can inspire control strategies. As commented in275

Section II, for the robots considered here, the transmission that276

maps the actuator displacement y(t) to the stroke angleϕ(t) can277

be approximated by a constant κT , i.e., ϕ(t) = κT y(t). Thus,278

changing the amplitude and/or the frequency of y(t), ΦT can be 279

modulated. Here, we propose a control strategy that can be used 280

for amplitude modulation or frequency modulation. However, 281

we mostly concentrate on amplitude modulation. 282

Note that in steady state, the average lift force FL (t) can be 283

thought of as an estimate of ΦT . As explained in Section II, 284

in order for a robotic insect to follow a desired trajectory, a 285

reference F(L (t) for FL (t) must be followed. In the next sec- 286

tion, we show that an empirical relationship between average 287

lift force and amplitude of the actuator displacement, for a fixed 288

frequency, can be found. A way of thinking about this relation- 289

ship is as a lookup table, with which, for a given frequency, a 290

desired average lift force is mapped into a desired amplitude to 291

be followed by the actuator. 292

In order to implement a feedback control loop around P (z), 293

a measurement of the actuator displacement is required. How- 294

ever, in that case, a plant model is not strictly necessary for 295

implementing the controller in real time. On the other hand, 296

employing the identified plant P̂ (z) in Fig. 4, a model-based 297

feedforward strategy can be pursued. A feedback control strat- 298

egy is convenient in cases in which precision and accuracy are 299

required. For example, when performing experiments in which 300

relationships between actuator displacement and average lift 301

force are estimated. A model-based feedforward strategy will 302

be essential for the implementation of real-time controllers on 303

systems in which the use of displacement sensors for measuring 304

the actuator output is infeasible with the available technology. 305

For reasons already commented, in both feedback and model- 306

based feedforward configurations, the desired outputs from the 307

system P (z) have the form 308

yd(k) = a(k) sin
(

2πk
N

)
+ b(k) cos

(
2πk
N

)
(9)

where N ∈ R is the number of samples per cycle, and a(k) and 309

b(k) are considered unknown functions of time. The frequency 310

is considered known. It is somehow counterintuitive to think of a 311

reference as a partially unknown signal. However, this approach 312

is convenient because in the lift force control experiments to be 313

discussed later, the actuator displacement reference is generated 314

in real time according to the lookup table to be discussed in 315

Section IV-C, and therefore, unknown a priori. 316

As discussed in the Introduction section, here we use a 317

slightly modified version of the discrete-time AFC algorithm 318

in [12], which is an Euler method-based approximation of the 319

continuous-time AFC algorithm studied in [31] and [32]. The 320

proposed control scheme is shown in Fig. 5. For purposes of 321

analysis, let us for now assume that v(k) = 0,∀k. Then, the 322

main idea behind the algorithm is that if the signal 323

r(k) = −yd(k) (10)

is effectively rejected, it follows that the error 324

ey (k) = y(k) + r(k) = [Pu] (k) + r(k) (11)

is minimized. Consequently, if the error ey (k) in (11) is min- 325

imized, the system output y(k) closely follows the reference 326

yd(k). 327
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Fig. 5. Adaptive feedforward cancelation (AFC) scheme used for rejecting
r(k) and tracking yd (t).

Ideally, for a stable minimum phase plant P , in order to cancel328

r(k), the control signal should be u(k) = −
[
P−1 r̂

]
(k), where329

r̂(k) is an estimate of r(k). However, most systems are non-330

minimum phase, in which instances, the best minimum phase331

approximation of P (z), P̄ (z), should be used. In that case,332

P̄−1 would produce an unwanted effect on the magnitude and333

phase of r̂(k). Fortunately, since the magnitude and phase of334

the periodic signal r(k) are being estimated adaptively, the sys-335

tem inverse can be ignored and the new control signal simply336

becomes337

u(k) = −
[
α(k) sin

(
2πk
N

)
+ β(k) cos

(
2πk
N

)]
(12)

with the adaptive law338

α(k) = α(k − 1) + γey (k − 1) sin
(

2πk
N

+ φ
)

(13)

β(k) = β(k − 1) + γey (k − 1) cos
(

2πk
N

+ φ
)

(14)

where y(k) is the measured actuator displacement, and accord-339

ing to (11), ey (k − 1) = r(k − 1) + y(k − 1). The symbol γ340

represents an adaptation gain, chosen with the use of computer341

simulations, employing a mathematical model of the system de-342

picted in Fig. 5. The phase parameter φ is also chosen with the343

use of computer simulations. Note that γ and φ can be chosen344

analytically employing the method described in Section IV-B.345

Alternatively, both parameters can be tuned by the use of real-346

time experiments.347

In this article, we introduce the notion that the reference signal348

r(k) = −yd(k) in Fig. 5 can be seen as an output disturbance,349

and therefore, that the reference-following problem considered350

here is very similar to the disturbance rejection case in [13].351

Note that since u(k) is filtered through P (z), α(k) and β(k)352

are not estimates of a(k) and b(k), respectively. Nonetheless, as353

explained in [13], the ideas on stability and convergence, for the 354

input disturbance case, discussed in [12] and references therein, 355

apply to this case. 356

Later in this section, we will show that a significant part 357

of the frequency content of the disturbances affecting the mi- 358

crorobotic flapping system, for a sinusoidal input, modeled as 359

the output disturbance v(t), is the result of harmonics of the 360

fundamental frequency fr , where fr is the frequency of the 361

periodic signal r(t) = r(kTs) = r(k) in Fig. 5. This nonlin- 362

ear effect can be modeled by connecting a linear model and a 363

polynomial mapping, in a so-called Volterra configuration, but, 364

a compelling physical explanation behind this phenomenon is 365

still lacking and this issue remains a matter of further research. 366

Interestingly, the appearance of harmonics in natural insects has 367

been reported [4], which suggests that there might be a fluid 368

mechanics explanation of the phenomenon. 369

Disturbance profiles of this kind are reminiscent of the repeat- 370

able runout described in the hard disk drive (HDD) literature 371

(see [11]–[13] and references therein). Thus, it is possible that 372

the reasons for the appearance of harmonic disturbances in this 373

case are similar to ones in the HDD case. Though the causes 374

of this phenomenon are relevant for understanding the physics 375

of the particular system, a compelling explanation is not nec- 376

essary for the implementation of a scheme capable of rejecting 377

the appearing harmonic disturbances. Thus, let us assume that 378

d(k) = r(k) + v(k)

=
n∑

i=1

[
ai(k) sin

(
2πik
N

)
+ bi(k) cos

(
2πik
N

)]
(15)

where i ∈ Z+ is the index corresponding to the harmonic i − 1, 379

for i ! 2. Clearly, n is also a finite positive integer. The real N 380

is the number of samples per cycle and the reference signal is 381

relabeled as r(k) = a1(k) sin
( 2πk

N

)
+ b1(k) cos

( 2πk
N

)
. Obvi- 382

ously, the other components of d(k) in (15) are assumed to be 383

part of v(k). 384

Everything argued in the previous paragraphs, for the case 385

d(k) = r(k), is fundamentally valid for the case in which 386

d(k) = r(k) + v(k) with the form in (15). Thus, as in [13], 387

a canceling control signal for the case in (15) is 388

u(k) = −
n∑

i=1

[
αi(k) sin

(
2πik
N

)
+ βi(k) cos

(
2πik
N

)]
.

(16)
The update equations for the estimated parameters become 389

αi(k) = αi(k − 1) + γiey (k − 1) sin
(

2πik
N

+ φi

)
(17)

βi(k) = βi(k − 1) + γiey (k − 1) cos
(

2πik
N

+ φi

)
(18)

where the γi are adaptation gains, chosen differently for each 390

harmonic. A phase advance modification can be added to reduce 391

the sensitivity and allow for more harmonics to be canceled as 392

was done previously in [12] and [13], if necessary. Sometimes 393

it is convenient to pick φi = % P (ejθi ), where θi = 2πi
(

fr

fs

)
, 394

with fr and fs being the frequency of r(t) and the sampling 395
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Fig. 6. Model-based AFC scheme for rejecting r(k) and tracking yd (t).

frequency of the system, respectively. As in the case where396

d(k) = r(k), in this case, αi(k) and βi(k) are not estimates of397

ai(k) and bi(k).398

Following the method in [12], and as done in [13], the adap-399

tive feedforward disturbance rejection scheme in Fig. 5 can be400

transformed into an LTI equivalent representation. By treating401

the rejection scheme as an LTI system, the sensitivity function402

from d(k) to ey (k) can be computed, allowing a performance403

evaluation of the whole system. Also using this LTI equivalent404

representation, the nominal stability and stability robustness405

of the system can be evaluated. These analyses are shown in406

Section IV-B. As it will be shown later in this article, the result-407

ing LTI equivalent representations of the adaptive controllers408

also allows one to select an appropriate set of gains {γi}n
i=1 .409

Due to limitations of space and weight, it is currently unrea-410

sonable to design a flying microrobot under the assumption that411

internal sensors can be mounted into the device. Therefore, here412

we explore the feasibility of implementing the scheme consid-413

ered in Fig. 5 after replacing sensors by identified models, as414

shown in Fig. 6. There, the control signal u(k) is used as input415

to the system plant, P (z), and also to an identified model of it,416

P̂ (z). Instead of using the measured signal y(k) to update the417

gains α(k) and β(k), an estimate of y(k), ŷ(k), is used.418

In order to demonstrate the suitability of the proposed meth-419

ods, we show four experimental cases in Figs. 7, 8, 9, and 10,420

respectively. The first case is shown for purposes of analysis421

and comparison, in which no control is applied to the system.422

Here, the system is excited in open loop by a sinusoidal sig-423

nal u(t) = yd(t) = Ar sin (2πfr t), with normalized amplitude424

1 and frequency fr = 105 Hz. The normalization is such that a425

constant input u(t) = 1 generates an output equal to 1. Three426

things should be noticed in Fig. 7. The first is that the system427

can be approximated by the use of a linear model. This is clear428

from the fact that the power spectral density (PSD) estimate of429

the output y(t) shows that most of the signal power is concen-430

trated at the fundamental frequency of the reference, 105 Hz.431

The second is that, as expected, the phase and magnitude of the432

output are changed with respect to the input. The third is that433

Fig. 7. Case 1. Upper Plot: Time series of u(t) = Ar sin (2πfr t) and y(t)
in open loop, with Ar = 1 and fr = 105 Hz. Bottom Plot: PSD estimate of the
measured output y(t) in open loop.

Fig. 8. Case 2. Upper Plot: Time series of yd (t) = Ar sin (2πfr t) and y(t),
using the adaptive scheme in Fig. 5, with Ar = 1 and fr = 105 Hz. Bottom
Plot: PSD estimate of the measured output y(t).

a pattern of harmonics appears in the output signal’s PSD. As 434

explained before, the physics of the underlying phenomenon is 435

not completely understood. However, these harmonics can be 436

treated as output disturbances affecting the system. 437

Cases 2 and 3 are shown in Figs. 8 and 9, respectively. In these 438

cases, yd(t) = Ar sin(2πfr t) and r(t) = −yd(t), with Ar = 1 439

and fr = 105 Hz. Case 2 is the implementation of the adaptive 440

scheme in Fig. 5, with the adaptive law in (12), (13), and (14). 441

Clearly, the control strategy is capable of correcting for the 442

phase shift and magnitude amplification, but as expected, the 443

harmonics remain essentially the same of Case 1. Case 3 is 444
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Fig. 9. Case 3. Upper Plot: Time series of yd (t) = Ar sin (2πfr t) and y(t),
using the HRS, with Ar = 1 and fr = 105 Hz. Bottom Plot: Comparison of
the estimated PSDs of the measured outputs y(t), with and without using the
HRS.

Fig. 10. Case 4. Upper Plot: Time series of yd (t) = Ar sin (2πfr t) and y(t),
using the model-based adaptive scheme in Fig. 6, with Ar = 1 and fr = 105
Hz. Bottom Plot: PSD estimate of the measured output y(t).

the implementation of the adaptive scheme with the adaptive445

law in (16), (17), and (18), which from this point onward is446

referred as harmonic rejection scheme (HRS). Unequivocally,447

the control method is capable of correcting for the phase shift,448

the magnitude amplification, and also to reject the first three449

harmonics, which are the ones targeted in this experiment (i.e.,450

it is assumed that n = 4). These facts are evidenced by the451

bottom plot of Fig. 9, which compares the PSD estimates of the452

measured outputs y(t), with and without using the HRS.453

Finally, Case 4 is shown in Fig. 10. This is the implementation454

of the model-based AFC scheme in Fig. 6, with the same desired455

TABLE I
RMS VALUE OF THE CONTROL ERROR SIGNAL ey (k), FOR FOUR

EXPERIMENTAL CASES

output yd(t) of Case 2. In this case, the control signal u(k) is 456

computed in real time employing the upper loop of Fig. 6, 457

where êy (k) = ŷ(k) + r(k) is an estimate of ey (k). It is worth 458

mentioning that the upper loop used to generate u(k) can be 459

thought of as an economical way of storing an infinite amount 460

of a priori known information about the system P (z), which 461

cannot be stored by a finite set of LTI feedforward controllers. 462

Due to discrepancies between the model P̂ (z) and the physical 463

system P (z), the performance is degraded with respect to the 464

ones obtained using the scheme in Fig. 5 and the HRS. However, 465

this degradation is not significant in the context of this research. 466

The control errors are summarized in Table I. 467

Note that for the kinds of problems addressed here, the adap- 468

tive schemes in Fig. 5 and Fig. 6 have several advantages. If a 469

classical LTI strategy was to be pursued, the resulting controllers 470

would be greatly limited by the constraints imposed by the Bode 471

integral theorem [23], [24], and high performance would not be 472

achievable over a wide frequency range. If a strategy based on 473

repetitive control was to be pursued, variation of the reference 474

frequency fr in real time would be impossible. 475

B. Equivalent LTI Model and Standard Analyses 476

In [32], using basic properties of the Laplace transform, it 477

was shown that for the continuous-time version of the AFC 478

algorithm, the operator mapping the input to the output of the 479

adaptive controller is equivalent to an LTI system, for a fixed 480

fundamental frequency. Here, for purposes of analysis, we find 481

an LTI equivalent model of the operator from ey (k) to u(k) in 482

Fig. 5, using basic properties of the z-transform. Then, we use 483

this result to study the stability of the system and for finding 484

relevant sensitivity functions. Note that this analysis can be also 485

used to find suitable adaptive gains for the scheme in Fig. 5. The 486

method is similar to the one in [33], used to analyze a multiple 487

error LMS algorithm. To begin with, notice that using the z- 488

transform pair Z
{
λkx(k)

}
= X(λ−1z), with λ a constant and 489

Z {x(k)} = X(z), assuming zero initial conditions, it follows 490

from (12) that 491

U(z) = Z {u(k)} = − 1
2j

[
A(e−jω z) − A(ejω z)

]

− 1
2

[
B(e−jω z) + B(ejω z)

]
(19)

where A(z) = Z{α(k)}, B(z) = Z{β(k)}, and ω = 2π
N . Sim- 492

ilarly, from (13) and (14), assuming zero initial conditions, it 493

follows that 494

A(z) =
γ

2j

z

z − 1
[
ejφ∆(e−jω z) − e−jφ∆(ejω z)

]
(20)

B(z) =
γ

2
z

z − 1
[
ejφ∆(e−jω z) + e−jφ∆(ejω z)

]
(21)
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Fig. 11. Equivalent IMP-based LTI model of the AFC scheme in Fig. 5,
assuming v(k) = 0, ∀k.

where, ∆(z) = Z {δ(k)}, with δ(k) = ey (k − 1). Thus, from495

(19), (20), and (21) we obtain496

U(z) = Q(z)E(z) = −γ z cosφ− cos(ω + φ)
z2 − 2z cosω + 1

E(z) (22)

where, E(z) = Z {ey (k)}. Notice that here the symbol δ(k) is497

used for convenience and this does not denote the Kronecker498

pulse signal.499

Similar to the continuous-time case equivalence in [32], the500

LTI equivalence in (22) is remarkable, because the system given501

by (12), (13), and (14) is time-varying. More precisely, (22)502

states that the operator from ey to u is equivalent to an LTI503

operator, although it is described by a set of linear time-varying504

difference equations. Notice that the filter Q(z) can be thought505

of as an IMP-based LTI controller in Fig. 5.506

Thus, from an input-output mapping viewpoint, the adaptive507

control scheme in Fig. 5 is equivalent to the closed-loop LTI508

system in Fig. 11. In this way, the standard classical analyses,509

relating to the stability, performance and robustness of the sys-510

tem, can be carried out. In order to illustrate the point, here511

we consider the Cases 2 and 3 in the Section IV-A. In Case512

2, the relevant parameters are γ = −0.001, φ = 0.4 rad, and513

N = 95.2380. The mapping of main interest is the error sensi-514

tivity function (ESF), here defined as515

Se(z) =
1

1 − P (z)Q(z)
(23)

where E(z) = Se(z)R(z) and R(z) = Z {r(k)}. Clearly,516

Se(z) allows us to predict the performance of the system and517

also to test its stability. Note that Se depends explicitly on the518

adaptive gain γ. In this context, a practical method for evalu-519

ating the performance of the system is to look at the depth of520

the ESF spectral notches. The idea is that for a specified fre-521

quency fr , in order to minimize2 the magnitude of ey (k), the522

gain between r(k) and ey (k) should be as small as possible. An523

estimate of Se(z), computed as Ŝe(z) = [1 − P̂ (z)Q(z)]−1 , is524

shown in Fig. 12, along with the frequency response of Q(z).525

Notice that the filter Q(z) can be interpreted as a disturbance526

model of the reference signal r(k), i.e., the spike in its Bode plot527

is approximately at 105 Hz (the spike is almost but not exactly at528

105 Hz, because N = fs

fr
= 95.2380), which is expected from529

the internal model principle. Clearly, the spike in Q(z) becomes530

a notch in Se(z).531

2Since no index has been defined, the word minimize is used in a colloquial
sense.

Fig. 12. Filter Q(z) and estimate Ŝe (z) =
[
1 − P̂ (z)Q(z)

]−1
of the error

sensitivity function Se (z), using the LTI equivalent representation associated
with Case 2.

Fig. 13. Estimate L̂(z) = −P̂ (z)Q(z) of the loop-gain function L(z) =
−P (z)Q(z), computed using the LTI equivalent representation associated with
Case 2. The yellow tags indicate the classical minimum stability margins.

The other mapping of interest is the loop-gain function de- 532

fined as 533

L(z) = −P (z)Q(z) (24)

which can be used to study the stability robustness of the system, 534

using the classical indices gain and phase margins. Notice that 535

since Q(z) depends on two chosen parameters, γ and φ, its 536

stability and robustness depend on these two parameters as well. 537

In Case 2, as shown in Fig. 13, the system is robustly stable. 538

This is in clear contrast with Case 3, in which the system is 539

designed to follow reference yd(k) and to cancel the first three 540

harmonics, simultaneously. 541

In order to analyze the performance and stability robustness 542

of the scheme employed in Case 3, first we repeat the analysis 543

in the previous paragraphs, but considering d(k) = r(k) + v(k) 544
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Fig. 14.. Filter Q(z) and estimate Ŝe (z) =
[
1 − P̂ (z)Q(z)

]−1
of the error

sensitivity function Se (z), using the LTI equivalent representation associated
with Case 3.

with the form of (15). Therefore, assuming the adaptive law in545

(16), (17), and (18), the LTI equivalent mapping from ey (k) to546

u(k) becomes547

U(z) = Q(z)E(z)

=

[
−

n∑

i=1

γi
z cosφi − cos(ωi + φi)

z2 − 2z cosωi + 1

]
E(z) (25)

where ωi = 2πi
N , γi and φi are tuning parameters.548

In the experiments of Case 3, the parameters are γ1 = 0.001,549

γ2 = 0.001, γ3 = 0.0005, γ4 = 0.00001, φ1 = 0.4 rad, φ2 =550

0 rad, φ3 = −0.1 rad, and φ4 = −0.8 rad. Note that canceling551

additional harmonics requires an increasing tuning effort. Addi-552

tionally, the stability robustness of the scheme can be decreased553

considerably with respect to Case 2. Fig. 14 shows the Bode554

plots of the resulting Q(z) and Ŝe(z) associated with Case 3.555

There, once more the equivalence between the AFC scheme and556

an LTI IMP-based controller can be observed. Notice that the557

shape of the ESF estimate Ŝe(z) is consistent with the results558

shown in Section IV-A, in which the performance in Case 3 is559

significantly better than in Case 2. Unfortunately, there is a no-560

ticeable trade-off between performance and stability robustness,561

which can be observed in Fig. 15, due to a dramatic decrease of562

the phase margin value.563

There is a subtle but important difference in the significance of564

the first notch in Fig. 14 relative to the other three notches. Notice565

that from the problem formulation and from the analyses shown566

above, the magnitude of the first notch predicts how accurately567

the signal y(t) follows the reference yd(t), in the absence of568

disturbances and sensor noise. Differently, the magnitude of the569

other three notches predict how much the influence of the first570

three harmonics is attenuated in the signal y(t). Also note that571

the LTI equivalent filters Q(z) in (22) and (25) directly depend572

on the tuning parameter γ and the set of tuning parameters573

{γi}n
i=1 , respectively. Therefore, the analysis presented in this574

Fig. 15. Estimate L̂(z) = −P̂ (z)Q(z) of the loop-gain function L(z) =
−P (z)Q(z), computed using the LTI equivalent representation associated with
Case 3. The yellow tags indicate the classical minimum stability margins.

section can be interpreted as an explicit description of a method 575

for choosing the set of adaptive gains {γi}n
i=1 . 576

C. Empirical Relationship Between Actuator Displacement and 577

Lift Force 578

The considered control strategy relies on rejecting the signal 579

r(k) by the use of the fully adaptive scheme in Fig. 5 or the 580

model-based adaptive scheme in Fig. 6. In order to generate a 581

signal r(t) with the appropriate phase and amplitude required 582

for generating a desired average lift force profile, in this section 583

we present an experimental method for finding a lookup table 584

that maps the amplitude of the signal y(t) to the average lift 585

force, FL (t), for fixed frequencies. 586

Arbitrarily, we pick five fixed values for the frequency fr , 105, 587

120, 135, 150, and 180 Hz, and within these drive frequencies, 588

the amplitude of yd(t) is varied. Using the fully adaptive scheme 589

in Fig. 5, we ensure that the actual output y(t) follows the chosen 590

yd(t). Then, using the force sensor described in Section II, 591

for a fixed frequency and a given amplitude, the average lift 592

force is measured. For example, Fig. 16 shows the instantaneous 593

and average forces when fr = 105 Hz, the amplitude of yd(t) 594

is equal to 1.2 and NL = 1000. Repeating the experiment for 595

different amplitudes, a mapping describing the amplitude-force 596

relationship can be found. Thus, for fr = 105 Hz, in Fig. 17 597

each symbol ( represents an experiment in which 200 000 data 598

points were collected. There, it can be observed that the average 599

lift force varies in a roughy linear manner on the signal yd(t) 600

amplitude. Then, using the least-squares method, a line is fitted 601

to the data. This is shown as a dashed red line. 602

Besides its approximate linearity, another remarkable feature 603

of the relationship between average lift force and the ampli- 604

tude of y(t) is that the rightmost symbol ( marks the max- 605

imum actuator displacement amplitude achievable at the fre- 606

quency fr = 105 Hz. The hard physical constraint is the ampli- 607

tude of the control signal u(t) to the amplifier connecting the 608
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Fig. 16. Example showing instantaneous and average forces.

Fig. 17. Empirical relationship between the average lift force and the actuator
displacement amplitude, with fr taking the values 105, 120, 135, 150, and
180 Hz.

digital controller to the bimorph piezoelectric actuator. This sig-609

nal cannot exceed 1 V, because it is amplified by a factor of 100610

and biased by 100 V before connecting to the actuator, which611

by design does not tolerate voltages larger than 200 V. The max-612

imum feasible amplitude of y(t) depends on the frequency fr ,613

and can be easily estimated by looking at the Bode plot of the614

identified plant P̂ (z) in Fig. 3.615

The same experiment was repeated with fr taking the values616

120, 135, 150, and 180 Hz. The corresponding data points and617

fitted lines are shown in Fig. 17. Here, a couple of interesting618

things could be observed. The first is that around the natural619

frequency of the system P (z), increasing the frequency fr , in-620

creases the magnitude of the lift force. This is consistent with621

the notion that the lift force will increase with increasing wing622

velocities, at least within the range allowed for passive wing623

rotation to remain effective. As discussed in [2], and mentioned624

earlier in this article, the dynamics describing the relationship625

between flapping signals and lift forces are highly nonlinear.626

Therefore, the data shown here are for illustrating the proposed627

control scheme, and not for explaining a physical phenomenon,628

since these results are contingent to this particular experimental629

case. However, it is worth mentioning that the positive cor-630

relation between the value of the flapping frequency and the631

resulting average lift force in Fig. 17 is completely consisting632

with results previously reported [34].633

TABLE II
RMS VALUE OF CONTROL SIGNAL u(k), REQUIRED FOR GENERATING 35 mg

OF LIFT FORCE

With the previous comments in mind, a second thing to notice 634

is that it is not necessarily the best control strategy to choose fr 635

equal to the natural frequency of P (z). For example, among the 636

options in Fig. 17, a good choice is fr = 150 Hz. To explain this 637

statement consider the hypothetical case of a 70-mg fly, in which 638

each wing should produce more than 35 mg of average force to 639

generate a positive vertical motion. Clearly, more than 35 mg 640

can be generated with amplitude 1 and fr = 180 Hz, amplitude 641

1.1 and fr = 150 Hz, amplitude 1.4 and fr = 135 Hz, and 642

amplitude 1.6 and fr = 120 Hz. Notice that it is infeasible to 643

generate a force larger than 35 mg with fr = 105 Hz. Therefore, 644

a good choice is fr = 150 Hz, because it is not only possible 645

to generate a lift force larger than 35 mg, but also because the 646

maximum achievable force exceeds 50 mg, allowing a greater 647

maneuverability. The RMS values of the required control signals 648

for producing 35 mg are summarized in Table II. Notice that the 649

required signal with smallest RMS value corresponds to the case 650

fr = 150 Hz. 651

Note that in [2] a model relating the stroke angular trajec- 652

tory [ϕ(t) in Fig. 2] to the passive rotation degree of freedom 653

was found, assuming a fixed stroke plane. Relating actuator 654

displacement to stroke angle is a function of the fixed trans- 655

mission [3]. With the model in [2], lift forces can be estimated 656

using a blade-element aerodynamic model. This model requires 657

force and moment coefficients, which are typically derived ex- 658

perimentally, as their variation with wing shape, flexibility and 659

flapping kinematics are not documented in the literature. Pub- 660

lished coefficients for particular cases provide a good starting 661

point. However, in the systems considered in this article, the pas- 662

sive dynamics are also strongly influenced by the aerodynamic 663

damping, which is not well studied or understood. For system 664

modeling purposes, aerodynamic damping is empirically deter- 665

mined. Thus, in general, the modeling of aerodynamic systems 666

simultaneously involves analysis and experimental estimation 667

of parameters. In this article, we adopt an entirely experimental 668

approach to obtain the models used for control, since the ex- 669

perimental setup provides reliable and accurate measurements 670

for system identification. In the future, when passively rotating 671

systems become better characterized, it will be reasonable to 672

forgo system identification. Comparing predicted and identified 673

plant dynamics will be important in future efforts, but is not the 674

focus of this paper. 675

A controller which utilizes the empirical relationship between 676

the actuator displacement and the generated average lift force 677

is described in Fig. 18. Here, x(t) is the position of a fly as 678

modeled in Section II-A, measured using an external sensor 679

or camera and xd(t) is the desired trajectory. Using xd(t) or 680

ex(t) = xd(t) − x(t) and an upper level control law, a desired 681

average lift force F(L (t) can be generated. Then, using a lookup 682

table, obtained empirically as was done in the cases shown in 683
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Fig. 18.. Depiction of a generic upper level altitude control strategy.

Fig. 17, F(L (t) is mapped to a desired reference yd(t) to be684

used in the scheme in Fig. 6. Two experimental examples are685

described in the next section.686

D. Time-Varying Reference Frequency687

This section is a deviation from the main topic treated in this688

article. Here, we demonstrate the capability of the scheme in689

Fig. 5 of following a frequency varying reference signal yd(t).690

As explained previously, as a design choice, we employ am-691

plitude modulation of the actuator motion in order to follow a692

desired average lift force F(L (t) or desired altitude xd(t). From693

Fig. 17, it is clear that in order to change the generated average694

lift force in real time, a feasible strategy is to fix the frequency695

of a desired output yd(t) = Ar sin (2πfr t) and then choose, ac-696

cording to an upper-level control law (as depicted in Fig. 18)697

and the look-up table in Fig. 17, the required Ar . As shown698

before, all this is possible by either using the scheme in Fig. 5,699

the information in Fig. 17 and the measurement y(t), or alterna-700

tively, by using the scheme in Fig. 6, the information in Fig. 17701

and the model P̂ (z).702

An alternative to the previously described approach is the use703

of frequency modulation. From Fig. 17 it is clear that a con-704

trol strategy based on varying the frequency of a desired output705

yd(t) = Ar sin (2πfr t), with Ar fixed, can be used to generate706

an output average lift force FL (t). Thus, a desired average lift707

force F(L (t) or a desired altitude xd(t) can be followed. Detailed708

analyses and experimental results for frequency modulation is709

the subject of future work. However, here we show through an710

experiment that the proposed control scheme in Fig. 5 is suitable711

for implementing control strategies based on frequency modu-712

lation. In Fig. 19, the experimental results show the transition of713

the frequency fr from 105 Hz to 135 Hz of the desired output714

signal yd = Ar sin (2πfr t) and the measured signal y(t), in red715

and blue, respectively. Here, the upper plot shows in steady-state716

the signals yd(t), with fr = 105 Hz, and y(t). At Time = 5 s,717

the desired frequency fr is switched from 105 to 135 Hz, as718

can be seen in the middle plot of Fig. 19. It is clear that y(t)719

reaches steady-state in 0.12 s approximately. The bottom plot720

shows that y(t) accurately follows yd(t) after the transition.721

Fig. 20, shows the evolution of the adaptive parameters α(t)722

and β(t), as the reference frequency is changed. Here, it can723

be observed that for a constant fr both parameters are approxi-724

mately constant with small oscillations around their mean value.725

At Time = 5 s, when fr is varied from 105 Hz to 135 Hz both726

parameters adapt until they reach values that are approximately727

constant again. Figs. 19 and 20 demonstrate that frequency tran-728

sitions are achievable using the adaptive algorithm and thus lift729

force control (and consequently altitude control) is feasible em-730

ploying control strategies based on frequency modulation.731

Fig. 19. Experimental example of a time-varying reference frequency fr . This
case shows in red the transition of yd (t) = Ar sin (2πfr t) from fr = 105 Hz
to fr = 135 Hz at T ime = 5 s. The resulting measurement y(t) is shown in
blue.

Fig. 20. Evolution of the adaptive parameters α(t) and β(t), corresponding
to the experiment in Fig. 19. The first 5 s show the parameters in steady state,
with fr = 105 Hz. At T ime = 5 s the value of the reference frequency fr
is changed from 105 Hz to 135 Hz. From T ime = 5 s to T ime = 10 s the
plot shows the parameters’ transition until they reach steady state, with fr =
135 Hz.

V. EXPERIMENTAL EXAMPLES OF LIFT CONTROL AND 732

HOVERING 733

A. Lift Force Control Example 734

In this section, we present a hardware-in-the-loop experimen- 735

tal example of altitude control. Since the main idea is to demon- 736

strate lift control using the adaptive scheme in Fig. 6, we employ 737

a simple open-loop upper level control law. The objective is to 738

follow a desired average lift force signal, F(L (t), such that a 739

70-mg robotic fly would move from 0 to 0.3 m and then return 740

to 0 m in no more than 3 s. Using the model in Section II-A and 741
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Fig. 21. A priori and a posteriori estimated complying trajectories.

Fig. 22. Reference and experimentally obtained average lift force.

Fig. 23. Comparison of the time series of the experimental yd (t) and y(t),
generating the average lift force in Fig. 22. Left Plot: Complete series. Right
Plot: Transition from Ar = 1.2 to Ar = 0.95.

the experimental data in Fig. 17, through computer simulation742

the complying a priori trajectory in Fig. 21 was found. Also743

according to the simulation, the a priori trajectory in Fig. 21 is744

achievable by tracking the desired average lift force signal in745

red in Fig. 22, where NL = 1000.746

The resulting experimental average lift force is plotted747

in blue in Fig. 22, which using the control strategy in748

Fig. 6 of Section IV, results from choosing r(t) = −yd(t) =749

−Ar sin (2π · 150t), with Ar = 1.2 for t ∈ [0, 0.347) s and750

Ar = 0.95 for t ∈ [0.347, 5] s. The time series of the refer-751

ence, yd(t), and output, y(t), are shown in Fig. 23. Here, on the752

left the complete signals are compared, and on the right the tran-753

sition from Ar = 1.2 to Ar = 0.95 is shown. Notice that y(t)754

is capable of following yd(t) and that the transition is smooth,755

because P (z) is under the control of the feedforward scheme756

in Fig. 6. According to the simulations, the estimated resulting757

a posteriori trajectory is shown in blue in Fig. 21, which in-758

dicates that more sophisticated upper level control laws are759

required for achieving complex trajectories.760

Fig. 24. Photograph of the flapping-wing flying microrobot used in the hov-
ering experiments.

B. Hovering Example 761

The purpose of this section is to demonstrate how the ideas 762

and the methods described in this article are a key step in achiev- 763

ing the final goal of designing, fabricating and controlling com- 764

pletely autonomous flying microrobots. One way of thinking 765

of the previous results is that through the presented static ex- 766

periments, a significant amount of information can be obtained 767

in order to design higher level control strategies for achiev- 768

ing hovering and for following a priori chosen desired verti- 769

cal trajectories. In this section, we demonstrate the efficacy of 770

this approach with a demonstration of controlled hovering for 771

an insect-inspired microrobot. The experimental and theoreti- 772

cal details behind these results escape the scope of this paper 773

and will be presented in a future publication. In the context of 774

this work, the important point is to present additional evidence 775

proving that using amplitude modulation of the actuator dis- 776

placement, and consequently, of the microrobot’s wing flapping 777

angle, hovering is achievable by balancing the robot’s weight 778

with the generated average lift force. 779

For this hovering demonstration we use the 56-mg flying mi- 780

crorobot in Fig. 24. Here, the objective is to generate an average 781

lift force of 56 mg in order to overcome the microrobot’s weight, 782

and therefore, force the artificial fly to hover at a desired altitude 783

(2.5 cm in this case). A photographic sequence of a hovering 784

experiment is shown in Fig. 25. The complete experiment can 785

be seen in the supplemental movie S1 at [35]. In this case, the 786

lift force cannot be measured directly and a feedback upper level 787

control strategy as depicted in Fig. 18 is employed. The altitude 788

x(t) of the fly is measured using a large-range CCD laser dis- 789

placement sensor (LK-2001 fabricated by Keyence), where the 790

altitude reference xd(t) is set to 2.5 cm. 791

It is worth mentioning that the experimental results presented 792

in Section V-A and in this section are a key step in the path 793

for achieving the goal of designing, fabricating, and controlling 794

completely autonomous micro air vehicles (MAVs), since these 795

experiments demonstrate unequivocally that forces can be mod- 796

ulated by varying the amplitudes and frequencies of the stroke 797

angles. Nevertheless, in order to achieve complete control of 798

MAVs, new mechanical designs must be developed. During the 799

last decade, experimental results on the mechanical design and 800
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Fig. 25. Sequence of video frames showing a flapping-wing flying microrobot hovering at an altitude of 2.5 cm. The side ruler is placed as a rough reference not
for exact measurement of the flying robot’s altitude. The exact vertical position x(t) is measured using a laser displacement sensor. The sampling time at which
the frames were taken is approximately 31.9 ms. The complete experiment is shown in the supporting movie S1 at [35].

fabrication of flapping propulsion systems for MAVs with the801

potential for producing lift forces capable of overcoming grav-802

ity have been reported [34], [36], [37]. However, the subject of803

mechanical design for autonomous control is still a matter of804

further research.805

VI. CONCLUSION AND FUTURE WORK806

In this paper, we presented an investigation on the issue of807

enforcing desired trajectories on microrobotic insects in vertical808

flight and hovering. We argued using analyses and experimen-809

tal data that the original problem can be converted into one of810

average lift force control, and finally, into one of tracking of811

actuator displacement motion. In order to test the concepts in-812

troduced here, we used a single-wing static flapping mechanism813

and a 56-mg two-wing microrobot. In the future, we will further814

investigate several issues that remain open, among others, the815

design of upper-level control strategies, the nonlinear modeling816

of the mapping from actuator displacement to lift force, and817

the experimental implementation of the control strategy on a818

two-wing autonomous flying microrobot.819

APPENDIX820

MATRICES OF THE STATE SPACE REPRESENTATION OF THE821

IDENTIFIED PLANT P̂ (z)822

823

AP =





0.9920 −0.0684 0.0148 0.0346
0.0684 0.9602 0.1562 0.0089
0.0148 −0.1562 0.8619 −0.4068
−0.0346 0.0089 0.4068 0.8308





BP =





−0.0327
0.0591
0.0632
−0.0562





CP = [−0.4644 −0.8401 0.8980 0.7987 ]

DP = 0.

824
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